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Traditional crowdsourcing has mostly been viewed as requester-worker interaction where requesters publish
tasks to solicit input from human crowdworkers. While most of this research area is catered towards the
interest of requesters, we view this workflow as a teacher-learner interaction scenario where one or more
human-teachers solve Human Intelligence Tasks to train machine learners. In this work, we explore how
teachable machine learners can impact their human-teachers, and whether they form a trustable relation
that can be relied upon for task delegation in the context of crowdsourcing. Specifically, we focus our work
on teachable agents that learn to classify news articles while also guiding the teaching process through
conversational interventions. In a two-part study, where several crowd workers individually teach the agent,
we investigate whether this learning by teaching approach benefits human-machine collaboration, and whether
it leads to trustworthy AI agents that crowd workers would delegate tasks to. Results demonstrate the benefits
of the learning by teaching approach, in terms of perceived usefulness for crowdworkers, and the dynamics of
trust built through the teacher-learner interaction.
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1 INTRODUCTION
Recent progress in artificial intelligence and rapidly advancing infrastructure around conversational
technologies has resulted in the development of intelligent agents with a wide range of applications,
including intelligent personal assistants (like Alexa, Cortana, Siri, and Google Assistant), guides in
public places [29, 72], smart-home controllers [68], and even cars [46]. This growing ecosystem
of applications supporting conversational capabilities has the potential to affect all aspects of our
lives, including healthcare, education, work, and leisure. Consequently, agent-based interactions
has attracted a lot of attention in HCI research [12, 45, 47, 50, 68]. The success of these agents will
depend on their ability to efficiently learn from non-expert humans in a natural way. Therefore, a
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lot of work in Computer Science, Psychology, and Educational Research is focused on the efficacy
of teachable agents i.e., agents that can learn from human teaching.
In a similar spirit, trust on intelligent agents has been studied extensively across multiple

disciplines of Human-Computer-Interaction, Artificial Intelligence, Robotics, and Psychology.While
the notion of trust has been explored differently across these areas, its basic formulation has
remained the same—trust is the tendency to be vulnerable to the actions of others while believing
in a high chance of positive outcome [36, 64]. Recent research has found that trust can predict the
level of reliance on technology as well as the overall technology acceptance [31, 36, 62]. In the
context of Human-AI interaction, trust is particularly important because it addresses the challenges
associated with the complexity and non-determinism of AI-driven systems. Several models of trust
have been explored in multi-agent systems research. However, the notion of trust has not been
studied exclusively in the context of teachable agents.
In this paper, we explore how teaching agents to assist with crowdwork affects workers’ own

learning performance and their willingness to delegate tasks to the agent that they trained. We
conducted two experiments where crowd workers were asked to teach text classification to a
conversational agent, with the assumptions that they can delegate tasks to the trained agent at
a later time. The premise is that such a teachable agent will provide both performance benefits
(i.e., workers will be able to perform the task better by teaching the agent) and delegation benefits
(i.e., workers will be willing to delegate part of their work to the agent, thus lessening their
own workload). These benefits, for course, would depend critically on two questions—whether
workers do benefit from teaching, and whether workers would trust the agent that they trained
themselves enough to delegate tasks to them. Our experimental results provide insights to these two
questions. We provide our code, sample conversations from experiments, analysis data, and trained
classifier for transparency, replication and extensions 1. Overall, this paper makes the following
key contributions:

• A study quantifying the extent to which crowdworkers perform better by teaching an agent.
• A study evaluating workers’ trust and willingness to delegate tasks to an agent that they
taught

• A set of design guidelines for the use of teachable agents in crowdsourcing contexts.
The rest of this paper is organized as follows. Section 2 briefly reviews some related work. In

Section 3, we formally introduce our research questions with the corresponding hypotheses. Details
about the system and agent’s interaction model is described in Section 4. Individual experiments
focusing on performance and trust are presented in Section 5 and Section 6 respectively. Finally,
we discuss the implication of our work along with directions for future research.

2 BACKGROUND AND RELATEDWORK
2.1 Improving Crowdworkers Performance
One of the interesting problems that crowdsourcing researchers have actively explored is improving
the performance of workers and their engagement in the tasks. Studies have found that while task
performance often depends on monetary factors such as magnitude of reward [35], and change in
payment level in subsequent tasks [77], it also depends on crowdworkers’ perceived fairness in
the pay [76]. In contrast, many researchers have also focused on non-monetary mechanisms to
support crowdworkers. Morris et al. suggested the use of implicit mechanisms to induce observable
changes in behavior and improve worker performance in microtask crowdsourcing environments
[55]. Dow et al. found that the quality of work in content creation tasks can be improved with self-
assessment and external assessment [26]. In a similar spirit, Doroudi et al. showed that providing
1Supplementary material available at: https://teachable-conversational-agents.github.io/#cscw
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expert examples and asking workers to validate the contributions of peer workers, are also effective
forms of improving workers’ performance [25]. Gadiraju et al. investigated the effect of implicit
and explicit training on worker performance, and removal of unreliable workers. They found that
instructing workers on the overall task (explicit training) is as effective as training them only on
erroneous responses (implicit training) [30]. Law et al. explored the use of curiosity as a new type
of intrinsic motivational driver to incentivize crowd workers [41]. Mavridis et al. showed that
crowd workers perform microtasks more effectively when they interact with a text-based chatbot,
compared to the traditional web interface in a variety of typical microtasks [53]. Likewise, in this
work, we investigate whether the act of teaching an agent would help crowdworkers improve their
own performance at the task.

2.2 Humans as Teachers of Machines
Our work is closely related to the research on teachable agents, which are known to produce Protégé
effect—a psychological phenomenon that suggests that teaching others can be more effective than
self-work [14]. Previouswork in cognitive science and education research demonstrates the presence
of the Protégé effect in reciprocal teaching [60], peer-assisted tutoring [21], small-group interaction
[74] and self-explanation [19]. Studies focusing on the cognitive benefits of teaching suggest that
preparing to teach may produce more organized cognitive structures than learning the material for
oneself [5]. Biswas et al. has shown that the expectation to teach others helps in self-reflection, builds
a sense of responsibility, and is useful for meaningful structuring of information [6, 7]. This has
been confirmed in later studies that demonstrate the effectiveness of the Protégé effect for cognitive
[58], meta-cognitive [57] and motor learning skills [37]. Despite its recognized benefits, Protégé
effect has not been explored in the context of crowdsourcing, and hence one of the primary focus of
our work. Further, while the usefulness of Protégé effect has been studied in several psychological
studies, it is unexplored how this experience of teaching an agent is actually perceived by the
humans. In this work, we aim to address this question by investigating whether crowdworkers find
the task of teaching an agent enjoyable and useful.

Beyond teachable agents, there is a wealth of literature on Human-AI collaboration that focuses
on teaching and learning aspect of the interaction. Interactive machine learning, for instance,
involves users in the process of training and optimizing the machine learning models through rapid,
focused and incremental updates to the model. Within the HCI community, interactive machine
learning was first explored by Fails and Olsen [28], who studied the difference between classical
and interactive machine learning and introduce an interactive feature selection tool for image
recognition. Porter et al. [63] formally breaks down the interactive machine-learning process into
three dimensions: task decomposition, training vocabulary, and training dialogue. These dimensions
define the level of coordination, type of input, and level/frequency of interaction between the
end-users and machine learners. Later, some researchers examined the role of humans in interactive
machine learning, and highlighted various areas where humans have interactively helped machine
learning systems to solve a problem [3]. Their case study covered various situations where humans
were seen as peers, learners, or even teachers while engaging with interactive systems across
different disciplines like image segmentation and gestured interactions.
A special case of interactive machine learning is active learning which focuses on improving

machine learner’s performance by actively querying a human oracle and obtain labels [70]. However,
several studies reveal that active learning can cause problems when applied to truly interactive
settings [8, 9, 34]. Therefore, an emerging research in this area has started to look at humans as
teachers and not just annotators. Simard et al. formalize the role of teachers as someone who
transfer knowledge to learners in order to generate useful models [71]. Past work on algorithmic
teaching shows that while human teachers can significantly improve the learning rate of a machine
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learning algorithm [4, 32, 51], they often do not spontaneously generate optimal teaching sequences
as human teaching is mostly optimized for humans, not machine learning systems. Cakmak et
al. examined several ways to elicit good teaching from humans for machine learners [10]. They
proposed the use of teaching guidance in the form of algorithms or heuristics.
It is important to note that these forms of “machine teaching” is different from prior work on

“teachable agents” in the tutoring context where the main goal is to help students learn better.
While machine teaching have been extensively studied, it has not been explored within the context
of conversational systems that interactively learns a task from humans.

2.3 Human-Computer Trust
The concept of trust between humans and computers with different embodiments has been studied
across multiple disciplines. McAllister et al. define Human Computer Trust as "the extent to which a
user is confident in, and willing to act on the basis of, the recommendations, actions, and decisions
of an artificially intelligent decision aid" [54]. This definition of trust not only encompasses user’s
confidence in the system, but also their willingness to be vulnerable towards the system’s decisions,
hinting towards the idea that while these two bases of trust may seem different, they are still
related to one another. Madsen et al define a hierarchical model for human computer trust with five
basic constructs (understandability, technical competence, reliability, attachment and faith) that
can be divided in two general categories: cognition-based trust and affect-based [49]. While the
cognition-based trust is based on the user’s intellectual perceptions of the system’s characteristics,
affect based trust is based on the user’s emotional responses to the system. Beyond this, trust has
also been widely regarded as a dynamic concept that is prone to changes based on the behaviour of
the trusted agent [23, 67]. Due to its dynamic nature, researchers have investigated the factors that
may influence the level of trust that users are willing to place in the agents. Lim et al. showed how
different kinds of explanations can influence Human Computer Trust [43]. They studied the effect
of Why, Why-not, How-to andWhat-if explanations on trust and understanding system’s actions or
reactions. Chattaraman, et al. found that adding visual presence to an agent on a shopping website
increased participants’ trust and intention to visit the website [15]. Wang et al. found that agent’s
transparency has a greater effect on cognitive trust whereas adding a visual representation only
influences the emotional trust [73]. Despite this, the notion of trust has not been studied in the
context of teachable agents. Our work fills this gap by investigating whether workers are willing to
delegate tasks to an agent that they themselves teach.

2.4 Evaluating Conversational Interactions
Our teachable agent is conversational in nature—it prompts for teaching and receives feedback
through dialog. In existing literature, user interactions with conversational agents have been
measured through both objective and subjective metrics, and across various dimensions such
like task performance, user attitudes, perceived usability, system usage, and cognitive load. Task
performance is measured using metrics such as the total number of conversational turns [42],
percentages of tasks completed correctly [59], and task completion time [61]. Attitude of users
towards conversational agents involves measuring likeability and human likeness [20]. Perceived
usability has been mostly examined through scale based questionnaires on perceived ease of
use and learnability [27]. Prior work has used system usage as an indicator of what people use
conversational interfaces for [22] and how they used them [66]. Finally, some studies measured
cognitive load to identify the physical, mental and temporal demands on users while they are
interacting with conversational systems. The evaluative measures used in our studies are informed
by these prior works.
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3 RESEARCH QUESTIONS
In this work, we conducted two experiments in which crowd workers individually teach a conversa-
tional agent. We investigate whether this learning by teaching approach improves the performance
of the human teacher and leads to trusted AI agents that crowd workers would use. We address the
following research questions through our studies:

RQ1: Does teaching an agent impact crowdworkers performance in the task?
Despite the comprehensive work on crowdsourcing, improving performance of crowdworkers
is challenging because they often have different skills with varying level of competence [30, 52].
Moreover, feedback on the workers’ progress is limited, and informative features for data is usually
not available [13, 44, 56]. Therefore, we augment this area of research by exploring the use of
teachable agents as a mechanism to improve the performance of crowdworkers. The core idea
behind this is inspired from Protégé Effect which states that teaching a task to someone else
is more beneficial than doing it for oneself [14]. Traditionally, this effect has been studied in
peer-to-peer interaction scenarios in classrooms or controlled laboratory settings. In the first
experiment, we intend to evaluate the benefits of learning by teaching paradigm within the context
of a conversational agent. We hypothesize that:

[H1a]: Participants who teach the agent will perform better than those who do not.
[H1b]: Participants who teach the agent will find the task more enjoyable and useful than those
who do the task themselves.

RQ2: Does teaching an agent impact trust and influence crowdworkers’ willingness to
delegate tasks?
Establishing trust is a key pre-requisite for the adoption of AI systems. Previous work has explored
the use of algorithmic transparency (explainability), robustness, bias, privacy, reproducibility and
accountability to build trust [11]. In the second experiment, we explore the effects of involving
end-users in the training/teaching process and how various factors impact their trust of the agent
and their decision to delegate tasks to the agent.

[H2a]: Participants who teach their agent will delegate more tasks to the agent than participants
who will not teach.
[H2b]: Participants who teach their own agent will subjectively experience higher levels of
trust than those who will not teach an agent.

4 SYSTEM DESCRIPTION
In this work, we introduce a teachable agent that learns to classify text using human feedback
through conversational interactions. This section introduces the task environment for our experi-
ments, describes the architecture of the teachable agent including its dialog system and learning
mechanism.

4.1 Task Environment
Our teachable agent was deployed as a textual conversational bot embedded into a task environment
provided by Curiosity Notebook [40], a web-based learning platform that supports human-teachers
learning while teaching conversational agents. In the task interface, participants read an article
and converse with a conversational agent to teach it how to classify that article. There are two
modes, teaching and testing, as described in Figure 1. In the teaching mode, while reading the
article, participants could enter or highlight words to explain why an article should be classified in
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(a) Teaching Interface (b) Testing Interface

Fig. 1. Task Environment: Curiosity Notebook

a particular way (Figure 1a). The agent asked questions to the human-teacher and revealed what
it did not understand about the topic, or what else it wanted to know. In answering the agent’s
questions, the human teachers were prompted to reflect on their own knowledge. The assumption
was that through this process, human teachers may gain a better understanding about how to
perform the classification task themselves. In the testing mode, participants could present new
articles to the teachable agent, and ask them to classify articles in real-time based on what they
have learned from the conversational interaction (Figure 1b). After the agent’s prediction, correctly
classified articles were coloured green by the system, whereas incorrectly classified articled were
coloured red. During the entire interaction, participants were encouraged to test the agent often to
assess their teaching performance and how well the agent is handling unseen examples. In both
experiments, each human-teacher taught their own agent.

Heuristic Description Conversational Guidance
Externally relevant words Words ’outside’ the text that will

most likely describe the 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦
Can you tell me few more words
that should describe the 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦

but are not in the text?
Internally relevant words Words from the text that are most

relevant to the 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦
I wonder which words are most rel-
evant while categorizing this text to
the 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦?

Internally irrelevant words Words from the text that are least
relevant to the 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦

Which words are least relevant
while categorizing this text to the
𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦?

Table 1. Three types of heuristic teaching guidance

4.2 Teachable Agent’s Design
Our teachable agent’s design is inspired from previous work on Teachable Conversational Agents
[16, 17], where the authors demonstrated interaction mechanisms of a conversational agent that
learns from direct human feedback. They found that performance of the teachable agent improved
with the number of times it was tested during the session. This implies that people who are
concerned about their agent’s performance through repeated testing, are more successful in training
smarter agents. Consequently, we implemented two interaction modes to allow the users to teach

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW2, Article 331. Publication date: November 2022.



Teachable Conversational Agents for Crowdwork: Effects on Performance and Trust 331:7

and test their agents. In the teaching mode, the agent was focused on learning new features through
conversations related to a given topic; whereas in the testing mode, agent predicted the category of
unseen articles and asked for more samples from the human teachers. For the learning algorithm,
we used a modified version of the Naive Bayes algorithm that incorporates human teaching as
additional input. Specifically, the algorithm predicted posterior probabilities of text belonging to a
category by amplified priors from conversations. This technique has been shown to improve the
classification performance with increasing number of dialogues exchanged between the human
and the agent [18].
Agent’s dialogue system was structured as a conversational tree with a rule-based approach

to identify different intents during the conversational interactions [1]. Further, the agent could
switch between teaching or testing interaction modes based on explicit user actions or implicit
intent identification from the conversation. In addition, we also developed agent strategies loosely
consistent with Speech Act theory [69], that directed the user to ask about content within the
agent’s dialog system repertoire. In certain cases in which no input was recognized, the agent
would default to one of several fallback options like: asking users to paraphrase, repeat or simply
ignore and move to next article.

Table 1 summarizes the different types of heuristic teaching guidance that were provided to the
human teacher. These heuristics were identified based on Macgregor et al. [48], who proposed
teaching heuristics for optimizing the classification algorithms. Features identified through these
heuristics were meant to improve classifier’s performance by proposing new features (externally
relevant words), amplifying relevant ones (internally relevant words), or discounting the irrelevant
ones (internally irrelevant words). These heuristics were randomly selected by the agent and used
in equal proportion for each article. Table 2 shows a sample conversation between a participant
and their teachable agent.

Table 2. Sample conversation between participant and their teachable agent

Agent: Can you please help me figure out the category for this article?
Human: Science and Technology
Agent: SciTech? Oh wow, I thought so too. I remember seeing the word Google in other SciTech

articles.
Agent: Can you tell me some other words from the text that are also relevant to this topic?
Human: Search Engine, web surfers
Human: dot-com
Agent: Interesting, I thought surfers may also belong to a Sports category.
Human: Yes, but web surfers is related to technology. Individually they may be different, but

together they make sense.
Agent: Mmm.. okay I see.
Agent: Do you think there may be some other terms in this article that may be irrelevant to

SciTech but relevant to other categories?
Human: Investors might belong to business.
Agent: Okay.
Agent: Can you teach me some additional words outside from this article that are related to

SciTech?
Human: Computers, Robots etc.
Agent: Awesome.
Agent: You can continue teaching more articles to me, or test my knowledge.
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4.3 Training Dataset
The same dataset was used in both experiments. For text classification, we used a subset of AG
News Classification Dataset [78], which has 4 largest classes representing the topics World, Sports,
Business and SciTech. Each class contained 30,000 training samples and 1,900 testing samples. The
total number of training samples in the dataset is 120,000 and number of test samples is 7,600.
We used the standard data pre-processing techniques including tokenization, Stop-words removal
and lemmatization. Tokenization was done using𝑤𝑜𝑟𝑑_𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒 () function from NLTK that splits
the raw sentences into separate word tokens. This was followed by a text normalization step
where we converted individual tokens into lowercase to maintain the consistency during training
and prediction. Stopwords filtering was also done using NLTK to filter out the words that did
not contain vital information for text classification. Finally, we used WordNetLemmatizer with
part-of-speech tags to obtain the canonical form (lemmas) of the tokens. Conversion of tokens
to their base form was done to reduce the language inflections from words expressing different
grammatical categories, including tense, case, voice, aspect, person, number, gender, and mood.

5 STUDY 1: LEARNING BY TEACHING
In this study, we aim to investigate the learning-by-teaching paradigm within the context of crowd-
sourcing tasks. This was done through a between-subject experiment—in the teaching condition,
crowdworkers taught a classification task to an AI agent, whereas in the self-classification condition,
crowdworkers were provided more instructions for the task without teaching any agent. We are
interested in knowing whether crowdworkers can improve their own performance by teaching the
task to a virtual conversational agent, compared to doing the same task themselves with additional
task instructions. We compare the pre- and post-interaction performance of crowdworkers in the
two conditions to validate the effectiveness of learning-by-teaching technique. Additionally, we
also capture participants’ opinion on the usefulness of the system and their self-reported enjoyment
during the task using the Activity Perception Questionnaire from the Intrinsic Motivation Inventory
[65].

Fig. 2. Study procedure for experiment 1

5.1 Participants
We recruited 100 crowdworkers from Amazon Mechanical Turk (38 females, 62 males), 22 to 65
years old (M= 33.74, SD= 9.24). A variety of professions were reflected in the participant pool,
including freelancers (42), managers (23), engineers (15), home-makers (8), and designers (3). The
remaining 9 participants were self-employed. 94% of the participants were native English speakers,
but all reported some prior experience with conversational agents on a 7-point scale (M=5.58,
SD=1.56). 37 % of the participants reported prior experience in teaching a classification to someone
else, the remaining 63% had no prior experience on teaching. Regarding the prior knowledge on
the 4 given news categories, participants rated most for SciTech (M=5.26, SD=1.43), followed by
Sports (M=5.09, SD=1.71), World (M=5.01, SD=1.45) and Business (M=4.08, SD=1.52).
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Participants received $0.5 USD for the pre-study questionnaire on demographics, $2 for both
baseline tasks, $2 for completing the condition task (teaching the classification or self-classification
with instructions), and $0.5 USD for the post-study questionnaire. The two baseline tasks were
approximately 5 minutes long, interaction phase was designed to last for 10 minutes and the pre-
and post-study questionnaires took 2-5 minutes to complete. Specifically, all the participants were
compensated with $5.00 USD for an estimated completion time of 20 minutes for the entire task
that follows a rate consistent with an hourly wage of $15.00 USD. At the time of our studies, U.S.
federal minimum wage was $7.25/hour.

5.2 Procedure
Crowdworkers were first given a series of text-classification tasks to capture their baseline per-
formance before teaching the agent. Then, they enter the second phase of the experiment and
were told that the purpose of this phase was to classify articles while providing more granular
details supporting their decision. During this phase, participants were asked to mark certain words
from the text that helped them choose a specific category for the overall article. Participants were
divided into two experimental conditions. Participants in self-classification condition were given a
set of rubric-instructions to follow while annotating the text to classify. These rubric-instructions
asked them to further specify which words in the text were most and least relevant to the category
belonging to the article. In teaching condition, workers interacted with a conversational agent
(named Kai) who elicits teaching guidance from the participants, asking them to teach the classifi-
cation task. The task interface for the two conditions is shown in Figure 3. Finally, participants
from both conditions were asked to perform the post-interaction baseline task by labelling few
more news articles without explicit cues from the interface.
Both rubric instructions and teaching guidance were different forms of the same underlying

heuristics as described in Table 1. The amount of information elicited in the self-classification
and teaching condition were held relatively constant to make the two conditions comparable.
Effectively, workers were exposed to the same amount of information, but they assumed different
responsibilities during the training process. Crowdworkers in self-classification condition were
supposed to do the task themselves, whereas crowdworkers in the teaching condition were asked
to teach the task to a virtual conversational agent. Participants in this condition could also test their
agent’s classification accuracy by switching to the testing mode as described in Figure 1. Study
procedure for the experiment is described in Figure 2

5.3 Analysis
In this section, we describe the metrics and methods to investigate RQ1: whether teaching a task
to an agent is beneficial in comparison to a situation when crowdworkers do a task on their own.
To compare the two experimental conditions, we analyzed various metrics, including the amount
of information the crowdworkers taught, differences between their pre- and post-interaction task
performance, and perceived usefulness and perceived enjoyment of the interaction. The amount
of information gathered was measured through the number of words taught (𝑁𝑊𝑜𝑟𝑑𝑠𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑 ).
For better granularity and completeness in results, 𝑁𝑊𝑜𝑟𝑑𝑠𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑 , was analyzed across three
dimensions: (a) words that were relevant to the topic and present in the given article (internally
relevant), (b) words that were irrelevant to the topic, but present in the given article (internally
irrelevant), and (c) words that were relevant to the topic and not present in the given article
(externally relevant). Performance of the crowdworkers was measured by comparing the average
time spent (𝑇𝑇𝑖𝑚𝑒𝑆𝑝𝑒𝑛𝑡 ) and average classification accuracy (𝑃𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) in the pre/post-interaction
baselines. Finally, perceived usefulness and enjoyment of the interaction was measured from the
responses of Activity Perception Questionnaire in Intrinsic Motivation Inventory[65]. Continuous
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(a) Interface for Teaching Classification (b) Interface for Self Classification

Fig. 3. Study conditions in experiment 1with interfaces for (a) teaching-classification, and (b) self-classification

variables such as participants’ accuracy (𝑃𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) and average time spent (𝑇𝑇𝑖𝑚𝑒𝑆𝑝𝑒𝑛𝑡 ) on the task
were analyzed using linear models, and discrete variables like total number of words captured
(𝑁𝑊𝑜𝑟𝑑𝑠𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑 ) were analyzed using Poisson regression models [2]. For completeness, we also
investigated the effect of these factors with respect to participants’ background. The fit of the
model was checked using graphical residual analysis. To account for over-dispersion in the Poisson
regression model, quasi-likelihood estimation was applied. Statistical power of the study was found
to be 91.5% using post-hoc power analysis on 𝑃𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 , 𝜇0 = 1.75, 𝜇1 = 10.25, 𝜎 = 18.03, 𝛼 = 0.05.

5.4 Results
5.4.1 Participant’s Performance. We investigated participant’s performance in pre- and post inter-
action tasks across both conditions. A total of 2,443 words were taught by all the crowdworkers
throughout the study, with an average of 24.43 (𝑆𝐷 = 19.34). On average, the crowdworkers taught
11.14 (𝑆𝐷 = 10.81) internal relevant words, 4.84 (𝑆𝐷 = 10.81) internal irrelevant words and 8.45
(𝑆𝐷 = 8.78) external relevant words. 𝑁𝑊𝑜𝑟𝑑𝑠𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑 from the interaction was found to be signifi-
cantly affected by the experimental condition that participants were assigned to. In particular, those
assigned to the teaching condition taughtmorewords that were internally relevant (𝛽 = 0.86, 𝑡 (94) =
5.32, 𝑝 < .001), or externally relevant to the topic (𝛽 = 1.18, 𝑡 (97) = 6.82, 𝑝 < .001). Additionally,
participants with prior teaching experience and higher knowledge scores were found to teach
fewer number of words (𝛽 = −0.63, 𝑡 (97) = −2.75, 𝑝 = .01 and 𝛽 = −0.13, 𝑡 (97) = −2.24, 𝑝 = .02
respectively). Other factors do not show significant impact on the amount of information gathered
from the interaction.

Each participant spent an average of 75.48 minutes (𝑆𝐷 = 146.35) on post interaction tasks. The
large standard deviation is due to the wide range of time (8.77 − 1450.66 minutes) the participants
took to complete the tasks. Surprisingly, these figures were significantly different than the estimated
task completion time of 20 minutes so we investigated further to determine the cause. No significant
effect of experimental conditions (teaching vs self-classification) was found on the average𝑇𝑇𝑖𝑚𝑒𝑆𝑝𝑒𝑛𝑡

by participants in the pre- and post- interaction tasks. To ensure the goodness of fit, we model
the log of the time post interaction using the linear model, and found that the only significant
factor is the time of pre-interaction, 𝛽 = 0.36, 𝑡 (98) = 4.08, 𝑝 < .001. Participants who have longer
pre-interaction time are more likely to spend more time on the post interaction tasks. Together,
these results indicate towards task switching and multitasking behaviour of crowdworkers: a well
explored phenomenon in crowdsourcing research [33, 75].
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Fig. 4. Average words captured per article during the interaction phase in experiment 1

(a) (b)

Fig. 5. Comparison of pre-interaction and post-interaction tasks across both conditions with respect to (a)
average time taken, and (b) accuracy of the participants

In general, participants with higher accuracy in the pre-interaction tasks had significantly higher
accuracy in the post interaction tasks, 𝛽 = 0.40, 𝑡 (96 = 5.87, 𝑝 < .001. Interestingly, 𝑃𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 was
also found to be significantly impacted by experimental condition as the participants who were
assigned to the teaching condition, tend to have higher accuracy in the post interaction tasks as
compared to the participants who did the task themselves, 𝛽 = 6.63, 𝑡 (96) = 2.74, 𝑝 = .01. All other
participants’ background did not have significant impact on the accuracy of the post interaction
tasks.

5.4.2 Survey Responses. After the experiment, participants were asked to fill a post-study question-
naire on Activity Perception from Intrinsic Motivation Inventory (IMI). The IMI activity perception
questionnaire is a collection of 25 questions containing 7-point scale type questions. We selected
a subset of the scale containing 17 questions that measured participants’ interest/enjoyment in
the activity as well as the perceived value/usefulness. Overall, we collected a total of 100 survey
responses corresponding to 50 participants in each experiment condition.
The average scores of the enjoyment rating is 5.26 (𝑆𝐷 = 1.31) with a range of 1.50 and 6.88,

while the average usefulness rating is 5.33 (𝑆𝐷 = 1.08), with a range of 1.67 and 7. Although
many factors were included in the model selection process, only two factors were found to have
significant impact on the perceived enjoyment and usefulness ratings, namely prior knowledge
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score and the condition the participants were assigned to. Participants who have higher knowledge
score are expected to have significantly higher enjoyment rating (𝛽 = 0.60, 𝑡 (97) = 6.50, 𝑝 < .001)
and higher usefulness rating (𝛽 = 0.42, 𝑡 (97) = 5.75, 𝑝 < .001). Those who were assigned to the
teaching condition also have significantly higher enjoyment rating (𝛽 = 0.67, 𝑡 (97) = 3.02, 𝑝 = .003)
and higher usefulness rating (𝛽 = 0.94, 𝑡 (97) = 5.33, 𝑝 < .001).

5.5 Summary
Participants who taught the classification to an agent exchanged more information and performed
better in the post-interaction tasks than those who self-classified the articles. This supports our hy-
pothesisH1awhich states that teaching a task to an agent is positively associated with participants’
performance in the task, both in terms of task accuracy, as well as the amount of useful information
exchanged during the interaction. These results also indicate that teaching, or preparing to teach
an information to an agent is beneficial for the human-teachers implying a presence of Protégé
Effect. Further, responses from the post-study questionnaire that focuses on subjective experience
of participants during the interaction, reveals teaching to be more useful and valuable than the
individually performing the task. Findings from this study draws broader implications on how
different roles assumed by humans are perceived differently. It was observed that humans who
identify themselves as teachers find a task more useful and valuable than those who identify
themselves as annotators. This finding offers support for our hypothesis H1b.

6 STUDY 2: DYNAMICS OF TRUST
The previous experiment was focused on evaluating the effects of a teachable conversational agent
on participant’s performance and enjoyment. In this experiment, we investigate the perception of
participants trust and their willingness to delegate tasks to an agent in the context of crowdsourcing.
This was done using a between-subject experiment—in the treatment condition, participants taught
news classifications to an AI agent, whereas in the control condition they did not teach and
performed the task in the presence of an agent that was trained beforehand. Testing mode was
enabled for both the conditions. After the primary task, all participants were given an optional
bonus task where they were asked to classify a few more articles either by themselves or by
delegating a portion of it to the agent they interacted with.

The goal of this experiment is to determine if crowdworkers would prefer incorporating teachable
agents in their workflow if they diligently teach them certain human intelligence tasks, and what
factors might influence their decision to delegate tasks in a positive or negative way.

6.1 Participants
We recruited 80 new crowdworkers from Amazon Mechanical Turk (33 females, 47 males). 21
to 69 years old (M= 36.5, SD= 10.6). Participants from the first experiment were excluded in this
study. This new participant pool represented a variety of professions including managers (10),
IT technicians (10), engineers (6), teachers (5), nurse (3) and designers (3). The remaining 3 were
self employed. 89% of the participants were native English speakers, but all reported some prior
experience with conversational agents on a 7-point scale (M=5.63, SD=1.31). 30 % of the participants
reported prior experience in teaching a classification task to someone else, the other half had no
prior experience on teaching (70%). Regarding the prior knowledge on the 4 given news categories,
participants rated most for SciTech (M=5.225, SD=1.28), followed by World (M=5.1, SD=1.81), Sports
(M=4.75, SD=1.51) and Business (M=4.62, SD=1.41).

The HITs were posted with the title “Teach How to Classify News Articles to a Chatbot” and
“Read the text and classify news articles while talking to an agent” for treatment and control
conditions respectively. Eligible participants received $0.5 USD for the pre-study questionnaire on
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demographics, $2 for the first task, and $0.5 USD for the post-study questionnaire. Furthermore,
for every correctly labelled sample in the bonus task, they received an amount of $0.17 USD. The
maximum possible payment for the bonus task was $2 USD (12 articles * $0.17 USD per correctly
labelled article). The first task was approximately 10 minutes long, bonus task was designed to last
for 0-5 minutes depending on whether the crowdworker decided to delegate the task or do it all
by themselves. Pre- and post-study questionnaires took 2-5 minutes to complete. Similar to the
previous study, total payout was $5.00 USD for the second study, and with an estimated completion
time of 20 minutes, the rate approximates to an hourly wage of $15 USD/hr. Federal minimum wage
in U.S. at the time of our studies was $7.25/hour. To prevent crowdworkers from task switching
and discourage multitasking, we applied special interventions such as preventive alerts and session
expiry upon extended inactivity.

6.2 Procedure

Fig. 6. Study procedure for experiment 2

Crowdworkers were first given a series of 8 text classification tasks and asked to teach a virtual
teachable agent (again, named Kai) that delivered the same conversational interventions as described
in experiment 1. In the treatment condition, participants were told that their future compensation
may depend on how successfully they teach Kai during the task. In control condition, they were
informed that Kai was trained by other trustworthy workers who have similar traits like them. In
both the conditions, participants were also expected to validate the classification performance by
observing the agent’s accuracy in test mode, similar to the first experiment. In the second part, they
were presented with a bonus task to label 12 more news-snippets. The bonus task was structured
such that workers could choose to either do the tasks themselves, or delegate a portion of the task
to an agent. Crowdworkers could choose one of the two options, or skip the bonus task altogether.
For delegation, workers were given a 12-point slider to specify which portion of task they want to
do themselves and which portion they want to delegate to the agent they recently interacted with.
For either of the options, they were also asked to provide a reason for their choice in an open-form
text box.
After the bonus task, they were asked to fill a questionnaire, which investigated their level of

trust on the agent and factors that influence their trust level.

6.2.1 Agent’s Learning. Unlike previous experiment where the agent was learning autonomously
from the conversational interaction, the agent in the treatment condition of this experiment was only
simulating its learning based on the number of news articles covered. This was achieved by training
the agents beforehand and adjusting the error-rate based on the proportion of tasks completed.
For control condition, the agent demonstrated a consistent accuracy based on its pre-training. For
treatment condition, simulated learning of the agent was also based on task progression percentage
(number of articles covered/total number of articles). Note that the effective accuracy still depend
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(a) Teaching mode (b) Delegation mode

Fig. 7. Task interface for experiment 2 while (a) teaching the agent, and (b) delegating the task.

on the pre-trained accuracy of the classifier along with the proportion of tasks completed. For
instance, if 4 out of 8 articles are covered in the task (4/8 = 0.50), teachable agent with a pre-trained
accuracy of 90% would show an effective accuracy of 45% (0.50*0.90) with our simulated learning
technique. The reason behind simulating agent’s learning rather than the actual online learning
was to ensure that agents within the treatment condition are consistent with each other and agents
across the two conditions are equally accurate towards the end despite any differences in how
participants performed the teaching. This is important because the experiment was designed to
measure the trust of participants while delegating the tasks that involve monetary compensation.
Since a part of this decision may come from their perceived accuracy of the agent, it was important
to account for teachers who may not succeed in teaching, resulting in less-accurate agents. As it
was difficult to quickly and accurately distinguish between ineffective and effective teachers, we
decided to simulate agent’s learning and keep its performance consistent across all participants.
This helped in isolating the effects of teaching and variable accuracy on participants’ willingness
to delegate the tasks.

6.3 Analysis
We analyzed the proportion of tasks delegated to the agent in both experimental conditions in
order to address RQ2, and whether the act of teaching influences the dynamics of trust between
Human-AI collaboration. Particularly, we evaluated the impact of teaching on participants’ decision
to delegate the tasks to the agent. Qualitative data such as reasoning for delegation was studied
using thematic analysis. Dependent variables such as portion of delegated tasks, general trust, task
efficacy and general self-efficacy were analyzed using Linear models [2]. The independent variable
included in the selection process was based on whether the participant interacted with a teachable
or non-teachable agent. The Binomial regression models were used to model the proportion of task
allocated to the conversational agent. Similar to previous experiment, the fit of linear models was
checked using graphical residual analysis, and Hosmer-Lemeshow and Stukel’s tests were applied
to test the fit of the Binomial regression models. Post-hoc power analysis of general trust scores was
used to obtain the statistical power of 92.7% for the study, 𝜇0 = 4.13, 𝜇1 = 4.68, 𝜎 = 1.02, 𝛼 = 0.05.

6.4 Results
6.4.1 Task Delegation. Each participant was given a total of 12 articles in the bonus task, and a
choice to either label all the articles themselves, or delegate a portion of those to the agent they
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recently taught. It was clearly mentioned that only the correctly labelled articles in the bonus task
will be considered while calculating the bonus amount. In treatment condition, 63% (n = 25) of the
participants trusted the agent and delegated a portion of the bonus task. The remaining 37% (n =
15) decided to trust their own skills to classify news articles in order to maximize the bonus amount.
Among the 25 participants who delegated the tasks to the agent, 44% (n = 11) decided to assign all 12
articles to the agent, while 40% (n = 10) assigned 6 of the 12 articles in order to compare agent’s work
with their own. On the other hand, in control condition, 47.5% (n = 19) of the participants delegated
their task to the agent whereas 52.5% (n = 21) decided to self-classify news articles in the bonus
task. Among the 19 participants who delegated the tasks to the agent, around 21% (n = 4) decided
to assign all 12 articles to the agent. Overall, we found that participants in the control condition
who worked with a pre-trained agent delegated lesser tasks compared to the participants in the
treatment condition who taught their own agent, 𝛽 = −0.89, 𝑡 (74) = −6.25, 𝑝 < .001. The data also
shows that participants’ interest with news article classification and knowledge about world news
can significantly affect their decision to delegate tasks. In fact, those who indicated more knowledge
of World type news article delegated lesser task to the agent, 𝛽 = −0.87, 𝑡 (74) = −5.00, 𝑝 < .001.
However, the effect of their prior knowledge in World news is reduced if the participants had
indicated more interest in news article classification, 𝛽 = 0.10, 𝑡 (74) = 3.54, 𝑝 < .001.

6.4.2 Reasoning for Delegation. We performed thematic analysis on the rationale provided by the
participants in the bonus task while they decided whether to delegate the articles or not. For this,
the responses were first highlighted to preserve interesting information. Next, those highlighted
segments were clustered into groups and assigned codes to encapsulate potential themes. These
themes were then cross-referenced with the corresponding proportion of tasks delegated by the
participants. Three themes were identified: (T1) those who did not trust their agent, (T2) those who
significantly trusted their agent, and (T3) those who trusted their agent as much as themselves.
Participants who did not delegate any portion of the task to the agent, believed more in their own
ability to perform the task and thought that their agent was not ready yet. This is evident from
statements like: “I am more confident of my ability” (P19), “I’m not confident the agent can identify
the articles as well as I can.” (P37), and “The agent only seemed to agree with things I said but
I’m not sure that the agent would correctly label the news snippets on their own.” (P54). On the
other hand, participants who delegated all the tasks to their agent, trusted their own teaching
abilities more, and consequently, their agent’s capability to complete the task. One participant
said: “Because I feel like I taught it how to quickly find the high points to categorize” (P13), while
participants mentioned: “I think that I taught the agent well and that the agent will deliver solid
results” (P33). This trend was particularly missing in the control condition where no teaching
was involved. Hence participants from the control condition who still delegated the tasks to the
agent did so because of agent’s accuracy or to save time. Interestingly, participants who delegated
exactly half the portion of their task to the agent reasoned that they wanted to compare agent’s
performance with their own. For instance: “I taught the agent everything that I know related to
the categories. They should be able to label the articles just as well as I can” (P31). Note that for
this experiment, agent’s learning was simulated so that they all learn at the same pace based on
the number of articles covered during the teaching phase. Despite this, and the fact that all agents
had same classification accuracy, participants chose different proportions of tasks to delegate and
corresponding reasons for why. Interestingly, some participants from the control condition reported
lack of trust on the agents due to limited involvement in teaching. This is evident from statements
like “i haven’t seen it make decisions without my own input. I just don’t have any reason to trust it
yet.” (P47), and “I’m not totally sure if the agent knows which category to choose for the articles, as
I haven’t seen enough evidence thus far of the agent’s ability. I’d rather just do it myself [..]. These
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results indicate that the dynamics of trust on teachable agents may depend on user’s subjective
perception of agent’s ability to perform the task.

6.4.3 Survey Responses. Participants completed a post-study questionnaire after the experiment
that was designed for the assessment of trust and competence and self-efficacy. The question-
naire was adapted from a combination of three surveys on general self-efficacy [38], task-specific
competence [24], and empirically determined scale of trust between people and automation [39].

(a) (b)

Fig. 8. Results comparing (a) Proportion of tasks completed by the participants and agent, and (b) Ratings
for General Trust, Task Self-Efficacy, and General Self-Efficacy in Control and Treatment conditions.

Overall, the participants indicated their general trust score between 1.67 and 6.67 with an average
of 4.41(𝑆𝐷 = 1.07). We found that participants in the treatment condition who taught their own
agents reported higher level of trust scores in the post-study questionnaire (𝛽 = 0.56, 𝑡 (78) =

2.40, 𝑝 = 0.02). Other factors such as participants’ background do not appear to be significant.

6.5 Summary
While majority of the crowdworkers preferred delegating a portion of their task to the agent they
taught, a significant portion of participants also decided to do the entire task themselves. It was
observed that participants in the treatment condition who taught their own agents, were more
likely to delegate tasks to the teachable agent as compared to the participants who interacted with
a pre-trained agent. This offers support for our hypothesis H2a which states that participants who
teach their own agent will delegate more over the participants who will not teach. Through the
post-study questionnaire, it was observed that participants who delegate more tasks in the treatment
condition reported more trust on automated systems and were more confident in themselves and
their own ability to do the same task as illustrated in Figure 8. This confirms our hypothesis H2b
that the dynamics of trust will be higher for the participant group that will teach their own agent.

7 DESIGN CONSIDERATIONS FOR INTERACTIVE HUMAN-AI SYSTEMS: A
DISCUSSION

In this paper, we introduce the notion of teachable agents in the context of crowdsourcing, and
demonstrate how they fare as an interface to an interactive machine learning system that workers
can teach and delegate tasks to. The first experiment provides some interesting evidence that
favours the use of teaching a task to an agent over doing the task alone using instructions. The
second experiment examines the extent to which these teachable agents are trusted to handle the
tasks, if they were taught by the workers. In this section, we discuss the key implications of our
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findings and recommend some guidelines for the design of teachable agents.

Conversation as an information gathering mechanism. Results from experiment 1 suggests
that conversations can be used as a viable information gathering mechanism in interactive systems.
This is specifically relevant in situations where the agent is the interface to an underlying machine
learning algorithm. An important benefit of using conversational interface is that clarifications
can be obtained naturally during the interaction process. For instance, when the agent in our
experiments did not understand something, it would simply ask the human-teachers to re-type, or
even click something relevant in the chat interface. Strategically guided conversations can not only
make the interaction more natural for humans, but also impact the factors that directly relate to
the performance of the underlying machine learning algorithm such as limited training samples,
imbalanced classes, and biased data.

Explicit nature of teaching and learning. Teaching and learning process in interactive systems
should be explicit such that humans who teach are aware of the fact that their teaching will impact
agent’s performance. Likewise, machine learners should also convey that they are learning from
the interaction. Both these points were observed after some participants mentioned that they were
unsure if their agent was learning. Note that this explicitness is not usually seen in traditional
machine learning systems like recommendation engines or ad platforms that silently gather the
data from humans to inform relevant contents or advertisements. For agent-driven interactive
machine learning systems, human teachers should be able to control when they want to casually
interact with their agents and when they want the agent to make progress in learning; likewise,
the agent should demonstrate their learning in a timely fashion in order to continually engage
with the human teacher. This can be operationalized by presenting distinguishable audio or vi-
sual cues to illustrate appropriate interaction states of the agent when it is listening, thinking
(retrieving information from knowledge source), or learning (acquiring new knowledge through
interactions). This additional granularity is a subtle but important distinction from common in-
teraction states exhibited by most of the existing conversational systems. Effectively conveying
these system states can also contribute towards trust-building factors in conversational interactions.

Treating humans as teachers rather than mere annotators. The success of agents depend
critically on their ability to efficiently learn from non-expert humans. Although active learning
allows machine learners to improve their performance by actively querying humans and obtain
labels, humans are not always willing to be simple oracles unless monetary benefits are involved.
This is evident from the results of Experiment 1 where participants significantly preferred teaching
condition over self-classification, both in terms of enjoyment and usefulness of the task. Therefore
it is important to embrace humans as teachers, and provide sufficient teaching guidance to optimize
machine learning.

While our experimental results highlight the possibility of integrating teachable conversational
agents for crowdsourcing, it is necessary to discuss several tradeoffs in adopting them for general
application domains. First, it is worth acknowledging that teaching an agent with the expectation to
share the workload is a form of personalized interaction. Producing agents that can approximate a
particular skillset by directly learning from human teachers is a beneficial technique for short term
interactions. However, it is important to realize that learning is a lifelong process and humans also
improve over time. Therefore, if teachable-agents are only used for sharing human workload but the
teaching-learning process stops after few short-term interactions, then soon the agent’s expertise
on the task will no longer approximate the right amount of expertise originally acquired from the
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human-teacher. Thus, without continuous learning the agent may not meet the right amount of
expectations in extended interactions, which may hurt the dynamic of trust between human-AI
collaboration. Moreover, letting individuals teach an agent also implies addressing challenges
arising from individual biases and problems related to data cogency. Thus, the use of such agents
should be highly restricted to individual use-cases under specific application domains such as task
delegation for teachable skills.

8 CONCLUSION
In this work, we described the idea of leveraging conversational interactions as an interface between
humans and an interactive machine learning system. Through two experiments, we investigate (1)
the effectiveness of learning by teaching paradigm within the context of crowdsourcing studies,
and examine whether teaching a task is more beneficial for crowdworkers than doing the same
task for themselves; (2) whether teaching a task to an agent can make people delegate similar tasks
to the agent where monetary compensation is involved. In conclusion, this paper aims to take
one step in the direction of studying the effectiveness and perception of teachable conversational
agents. Understanding the breakdowns across these facets will be important for building teachable
agents that can reliably learn, be adopted, and benefit human teachers through the conversational
interaction.
Overall, our results show that enabling crowdworkers to teach an agent can elicit more infor-

mation from them during a task. While we do see a performance improvement between pre- and
post-interaction tasks, we do not explore the actual learning outcomes of these human-teachers
after the interaction. An interesting area to explore for follow up work can specifically focus on long
and short-term memory changes across longitudinal studies. More experiments can be conducted
to understand the dynamics of trust on teachable agents in the presence of embodied agents. In
future work, it will be interesting to explore different modalities of the interaction with teachable
agents beyond the textual conversational interaction. Possible extensions should also consider
the use of voice-based agents or embodied agents like physical robots to validate these results in
different settings.
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